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Abstract

We study the adversarial robustness with the emphasis on interpretability. We
visualize the hidden space of deep models under adversarial attacks and defense.
From the visualization, we formulate two hypotheses: adversarial vulnerability
comes from texture biased utilization of visual cues and from mismatch in data
distributions between natural and adversarial images. We propose (1) to train on
style transferred images to bias model towards object shape and (2) to project
images into natural image manifold before feeding into models. In our experiments,
we observe performance improvement by training on style transferred images and
get certified robustness using projection onto natural image manifold.

1 Introduction

Although deep learning has been successful in modeling complex mappings as evidenced by lots of
breakthroughs in computer vision [18, 13], speech recognition [14] and natural language process-
ing [17], it was demonstrated [27, 11, 19, 4, 21] that deep models are vulnerable to adversarial attack
which is small imperceptible perturbation intentionally designed to deceive the model.

Understanding and defending against adversarial attack is practically significant to forecast and
prevent security and safety problems of real-world machine learning applications. On the other
hand, it provides evidence that our current deep models do not achieve the real perception. Since
adversarial attacks do not break human perception system, the deep models seem to detect different
visual cues than what human perception depends on. Better understanding of adversarial attack
vulnerability provides insight on the generalization capability, the failure modes and the implicit
modeling assumptions of the deep neural networks which lead to the potential model design with
more desirable and more human-like generalization capability.

Most recent approaches towards the adversarial robustness are based on the mini-max optimization
framework [21]. In the framework, the model is either explicitly trained on adversarially perturbed
data [11, 4, 19, 21] or trained to minimize upper bound of loss under every possible attack [23, 12,
30, 31]. While providing mathematically principled approach to adversarial robustness and showing
better performance empirically, these methods require prior knowledge on possible attacks and are
difficult to generalize to untrained attacks. Moreover, there is no clear interpretable connection
between the real perception and the models learned under the framework.

In this project, we study the interpretable approaches to achieve adversarial robustness of deep neural
networks. Especially, we reconstruct image from intermediate hidden space and observe the effect of
adversarial training and adversarial attacks on reconstructed images. Based on our observation, we
come up with two methods for adversarially robust model training: train models on style transferred
images so that the model is biased towards global object shapes rather than local texture; project
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Figure 1: Network Architecture of ProtoNet

input images into natural image manifold where deep models already works well. In this report, we
describe two observations that leads to the above ideas and empirically verify our methods.

Our contributions are as follows:

• We propose a method to visualize the effect of adversarial training and adversarial attacks
on hidden spaces. Our method utilize reconstruction of input using decoder network.

• We observe two interesting phenomena using the visualization methods that we propose.
Adversarial attack changes the shape of the reconstructed input so that the perturbation is
perceptible and does not satisfy the norm bound. On the other hand, the hidden space after
adversarial training projects adversarial inputs back to natural input space.

• Based on the observation, we propose to bias models towards global shapes rather than local
textures by training on style transferred images. In addition, we propose a simple projection
method that maps adversarial image back to the manifold of natural images.

2 Adversarial Attack on Interpretable Network and Style Transfer
Augmentation

Background. We investigate the effect of adversarial attacks on the classification process of
interpretable models. Specifically, we train and visualize the interpretable model proposed in [20]
(which we denote ProtoNet) where each prototype neuron in prototype layer corresponds to one
representative example of a high-level concept. The ProtoNet architecture is shown in Figure 1.

The ProtoNet is composed of autoencoder and neural network linked through clustering in common
encoding space. The core idea of the ProtoNet is to cluster encoding around prototypes while
encoding can reconstruct input and prototypes can classify the input. The loss function is composed
of four different parts in order to train a network with accuracy, reconstructability and interpretability:

L((f, g, h), D) = E(h ◦ f,D) + λR(g ◦ f,D)

+λ1R1(p1, p2, ..., pm, D) + λ2R2(p1, p2, ..., pm, D) (1)

where f, g, h are corresponding components shown in Figure 1, D is the dataset, pi is the prototype
and λ, λ1, λ2 are hyperparameters.

The first part of the loss function is the simple cross-entropy loss of classification error:

E(h ◦ f,D) =
1

n

n∑
i=1

K∑
k=1

−1[yi = k]log((h ◦ f)k(xi)) (2)

To train the decoder, the second loss treats the encoder and the decoder part as an autoencoder and
calculate the loss between the original image and the reconstructed image:

R(g ◦ f,D) =
1

n

n∑
i=1

||(g ◦ f)(xi)− xi||22 (3)
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Table 1: The architecture of the autoencoder
Encoder Decoder

Input(28*28 grey image) deconv3-10
conv3-32 deconv3-32
conv3-32 deconv3-32
conv3-32 deconv3-32
conv3-10 Output(28*28 grey image)

Figure 2: Prototypes of ProtoNet

The third and fourth losses couple encoding of autoencoders to prototypes:

R1(p1, p2, ..., pm, D) =
1

m

m∑
j=1

min
i∈[1,n]

||pj − f(xi)||22 (4)

R1(p1, p2, ..., pm, D) =
1

n

n∑
i=1

min
j∈[1,m]

||f(xi)− pj ||22 (5)

Encodings are clustered around prototypes and each prototype corresponds to at least one encoding.

Observations. We reconstruct the adversarial latent encoding under PGD attack [21] using our
decoder in ProtoNet to find how the adversarial perturbation influences the latent space. Since PGD
attack applies multiple iterations of gradients, with more iterations, the adversarial example cause
higher confidence for the wrong label and lower confidence for the orignal label. So we perform the
attack with different attack iterations and see how the latent feature changes with the attack iterations.

We used the MNIST dataset that contains 60,000 training and 10,000 test images. The PGD attack is
limited with L∞ of 0.3. For training and testing, we used ProtoNet architecture with autoencoder
having 40 encoding dimension with 15 prototypes. The autoencoder architecture is shown in Table
1 and we use one full-connected layer on top of encoder for classification. Figure 2 shows the
reconstructed images of 15 prototypes of ProtoNet on MNIST dataset. Each prototype corresponds to
a specific subclass of a label.

Figure 3 shows the results of adversarial attacks on reconstructed images from latent space. With
more attack iterations, there are more attack perturbations in the adversarial examples. Although
the input adversarial examples are unrecognizable for humans, reconstructed images show clear
perturbation towards the target label. For example, in the first column of Figure 3, after 100 attack
iterations, the latent space of images are closer to target label 6. There is a targeted attack from 8 to
0, we can find that the adversarial perturbation removes the central part of 8, which make the latent
space be more closer to 0.

Hypothesis and Proposed Method. The result in Figure 3 suggests that the model translates
the adversarial perturbation into shape deformation. We hypothesize that if the model focused on
capturing the global shape information in the first place, then the adversarial attack will fail to deform
the latent space. We investigate the adversarial robustness of models trained on dataset augmented
with style transfer in order to test this hypothesis. Style transfer alters local statistics of images but
preserves the global shapes and semantics. In the process, some visual cues, that models might
depend on but not related to semantics, are lost. By leveraging dataset using multiple styles, we
expect the models to be biased towards invariant shapes rather than changing textures.

In addition, models trained on stylized images do not assume any adversarial attacks on training.
Customized methods for specific adversarial attacks have a risk of overfitting. The previous history of
arm race between adversarial attack and defense have shown that defense against existing attacks are
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Figure 3: Reconstruction of adversarial images with different attack iteration.

Figure 4: The first row is an image of a truck and four stylized versions of it. The second row is an
image of a deer with the same four stylized versions.

vulnerable to unseen new attacks. In addition, most of the adversarial defense methods are based on
mini-max framework which seems unnatural since any inperceptible attacks are the same for human
eyes. In comparison, stylized image augmentation is a natural way to bias models towards object
shape independently from any specific adversarial attack algorithms.

Finally, we note that there are many efficient style transfer algorithms and libraries available [8, 9,
16, 15, 29], making style transfer a relatively cheap way to augment datasets. Moreover, by utilizing
various style templates as well as style transfer algorithm, variability of the resulting augmented
datasets is easy to achieve.

Experimental Results. We test the performance of the deep neural networks trained with the
stylized image augmentation. We varied the ratio between the orignal images and stylized images
to see the effect of the augmentation. We used the CIFAR10 dataset that contains 50,000 training
images and 10,000 test images. In the implementations, we use the fast-neural-style algorithm as
introduced in [16] and implemented in PyTorch 1. One notable feature of this style transfer algorithm
is that the transfer network is trained with respect to a fixed style template. That is, the algorithm only
transfer the style of the image it was trained on. The lack of flexibility in terms of available styles is
offset by the fast speed of the algorithm, and we chose four pretrained models as shown in Figure 4.

One crucial hyperparameter of the style transfer augmentation is the ratio of unstylized examples to
stylized examples. One can imagine there is a trade-off between robustness of the learned classifier
and its accuracy on test examples, since increasing the fraction of stylized image in the dataset will
likely reduce its performance on non-adversarial examples. We use PGD (Projected Gradient Descent)
on the cross-entropy loss, which currently holds the top place at Madry [21]’s public black-box attack
leaderboard 2. We used the ResNet-50 architecture, which is known to achieve ∼94% accuracy on
the original CIFAR10 dataset.

The test accuracy of the model trained with stylized image augementation is shown in Table 2. The
learned classifier consistently performs poorly even on the original dataset. We come up with the
following reasons for the poor performance:

1https://github.com/pytorch/examples/tree/master/fast_neural_style
2https://github.com/MadryLab/cifar10_challenge
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Table 2: The performance of model trained with stylized image augmentation
Original: Stylized Ratio Accuracy on Original Test Set Accuracy on Adversarial Test Set

1:1 0.2559 0.0911
1:2 0.2830 0.0935
1:3 0.3157 0.0971
1:4 0.3762 0.0627

Figure 5: MNIST network

• CIFAR-10 images are too small for the style transfer technique to have the desired fine-grain
effect of perturbing the image. In other words, the stylized images are too distorted for the
classifier to learn anything from it. As depicted in Figure 4, the style transferred images
show too much distortion so that it is difficult for even human to distinguish the object in the
image. Since the performance on original dataset is very poor while state-of-the-art systems
achieve human-level performance, we believe that larger image dataset should be used in
this experiment.

• The performance on adversarial dataset is even lower than the already low performance on
original dataset. Style transfer is different from adversarial perturbation in that the former
explicitly seeks to preserve the semantic content of the input while the latter attempts to
mislead the classifier as to the class/label represented by the image.

3 Understanding Adversarial Training and Input Thresholding

Background. We study the effect of adversarial training on the difference in hidden layer activations
between adversarial and natural images. To visualize the hidden space, we invert hidden activations
using the architecture shown in Figure 5. The input image is mapped into latent hidden space by the
convolutional encoder f . Then, the fully connected classifier g on top of f predicts the labels of the
input image and the deconvolutional decoder h reconstructs the image.

We first train a natural classification model (g ◦ f ) on the natural training dataset of MNIST and
separately train an adversarially robust model (g∗ ◦ f∗) using adversarial augmentation as in Madry
et al. [21]. Then, we freeze the parameters in f, g, f∗, g∗ and train the adaptive autoencoders (h ◦ f
and h∗ ◦ f∗) for both models on adversarial examples against the autoencoder. Our design aims to
train the encoder f, f∗ on just classification task while decoders h, h∗ reconstruct the original input
images from the adversarially perturbed latent features.

Observations. We reconstruct the latent features of adversarial attacks on both models to visualize
the effect of the adversarial training. We used the MNIST dataset that contains 60,000 training and
10,000 test images. We use PGD attack(L∞(ε = 0.3)) to generate perturbation images. The structure
of our model is shown in Table 3. The reconstructions of adversarial images with respect to two
models are shown in Figure 6. While the reconstruction from natural model f, g, h still contains the
noise in the background, the reconstruction from the adversarially robust model f∗, g∗, h∗ is more
similar to the original image. From this result, we hypothesize that the adversarially trained model
filters the adversarial noise information in the background of the image.

Hypothesis and Proposed Method. From the observations, we hypothesize that the reason for
poor performance of the natural model on adversarial examples is the distribution mismatch between
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Table 3: The architecture of the model to interpret adversarial training
Encoder(f) Decoder(h) FC classifier(g)

Input(28*28 grey image) deconv5-64 FC(3136 * 1024)
conv5-32 deconv5-32 FC(1024 * 10)
conv5-64 Output(28*28 grey image) Label

Figure 6: Comparison on inverted image between natural network and adversarially trained network.

adversarial and natural images. That is, the adversarial examples do not exist in the natural image
manifold. We show the pixel distribution for further support our hypothesis. In the natural MNIST
test dataset, most pixels(80.72%) are black pixels. On the contrary, in the adversarial MNIST test
dataset, only 30.38% of pixels are black. In addition, Figure 7 indicates even the distributions of grey
pixels are quite different in the two datasets.

In order to project the adversarial images back to a natural image manifold, we propose a thresholding
function (equation 6) to binarize the MNIST dataset so that the transformed image gets closer to the
natural manifold.

T (x)i,j =

{
0 xi,j ≤ µ
1 o.w.

(6)

Since the piecewise function is non-differentiable at transition points, we use the ∂L
∂T as the gradient

to perform the attack.

Experimental Results. We evaluate the performance of the input thresholding against adversarial
attacks. We again used the MNIST dataset and the architecture as in Table 3. We evaluate our defense
model on PGD attack with L∞ bound ε = 0.1. We choose the thresholding parameter µ = 0.38 by
doing a grid search so that there are least pixels whose value locates in [µ− ε, µ+ ε]. In this way, we
shrink the adversarial manifold or the number of possible adversarial attacks by the most.

We get 96.16% accuracy against the adversarial dataset which is comparable to the state-of-the-art
96.4% [6]. The reason behind the high accuracy is that the input thresholding projects the MNIST
dataset to a binarized space. This projection also reduce the size of the adversarial manifold. Within
a smaller manifold, it becomes much harder to find the adversarial examples to fool the network.

4 Related Works

First adversarial attack and defense were based on the local search of adversary using gradient
information. FGSM attack [11] constructs adversary by adding the sign of one gradient of loss. C&W
attack [4] also uses the gradient sign for perturbation but with the distance penalty to control the
magnitude of perturbation. PGD attack [19] iteratively apply gradient ascent with projection to find
the worst adversary. Despite simple and approximate nature of these heuristic attacks, these attacks
are effective in fooling regularly trained models (without adversarial training); the model trained
on PGD adversary forms strong baseline defense method [21]. Although the models trained under
minimax framework become robust against adversarial attacks, humans do not require adversarial
training to be robust against adversarial attacks. Therefore, the models trained under minimax
framework does not provide the evidence that our model achieves the "real" perception.
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(a) Natural MNIST test set (b) Adversarial MNIST test set

Figure 7: The distribution of grey pixels in different datasets

In order to overcome the unnaturality of adversarial training, we require the training process to
be more similar to human and the prediction to be more interpretable. Recent works on computer
vision indicate that neural network models rely more on texture feautures rather than global object
shapes [1, 3, 10]. It was demonstrated that with dataset augmented with style transfer, the trained
model show more robustness against common perturbations [10]. However, whether the models
trained in this way are robust against adversarial perturbations is unanswered yet.

The study of adversarial attacks in terms of interpretability have attracted interest recently [25, 7, 28,
32, 33]. Most of the methods are based on the visualization of input regions [26, 34, 22, 35, 24] and
neurons associated with interpretable high-level concept [2, 5, 20]. Tao et al. [28] identify witness
neurons which are strongly coupled with the input landmark and detect adversarial attacks by the
discrepency between the orignal model prediction and the witness-strengthened model prediction.
Xu et al. [33] induce group sparsity in adversarial perturbation so that perturbed region represents the
object of the original class or of the attack target class.

Our approach leverages interpretable deep model to understand the dynamics in attack and defense
and to design interpretable defense strategies. This has never been addressed in previous works.

5 Conclusion

In this project, we study the adversarial attacks in connection with interpretability. We investigate
into two directions motivated by the effect of adversarial attacks and defense on the reconstructed
images. We make two hypotheses and show the experimental results to verify our hypotheses. Our
simple method based on the second hypothesis achieves impressive performance on MNIST dataset.
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